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Abstract –Simulating human movement behaviour based 

on artificial intelligence technology with the concept of 

replacing cognitive structure of human with an 

analogous mechanism in artificial technology systems. 

Gesture is the most primitive way of communication with 

human automated systems. 

Large volume of microscopic human movement 

behaviour types was collected and encapsulated in 

artificial neural network and with the help of the above 

mentioned mechanism we can optimise the human 

mental process in terms of energy and time and just by 

working out on the algorithm it enables us to create the 

analogous mechanism that’s nothing but a reflexive 

structure. 

AI systems in real time which were not used before due 

to high time consumption and the entire study of human 

automation is based on information metabolism theory 

(IMT). 

This paper proposes a novel gesture recognition and 

finger-count detection algorithm for automated human 

interactions. The body gestures are captured and the 

corresponding output is extracted. 

The hand gesture recognition system based on the 

proposed methodology enables the use of affordable data 

glove with a small number of sensors. According to the 

literature, there are no similar solutions that allow 

efficient recognition of simple and complex static hand 

gestures, based on a hand gesture. 

 

1. INTRODUCTION 

 
The demand for increase in theoretical frames of artificial 

intelligence systems makes to improve the technology of 

including cognitive basis of behaviour into the reflex actions 
or behaviour into the existence. 

The inducement of cognitive structures makes the capability 

of deciding the function to be done by it. In simple, by 

inducing the cognitive structure, it makes its own decisions 
which turns into actions. 

This technology can develop a pedestrian flow model and 

approach that can simulate pedestrian movement from 

microscopic perspective crucial for design and management 
of public transportation facilities. Here, taking the example 

of walking in a crowd, here we can induce the technology of 

deciding how to walk in the crowd, as a certain minimum 

distance we can implement the functions like taking left or 
right by the pedestrian over there. 

In other case, like alteration, based on the energy of the 

footprints, we can identify the tackles in the crowd. 

Here coming with another idea of implementing human 
psyche like memory, learning process intelligence, 

consciousness and emotions that are studied as functional 

mechanism which can be applied in AI. Particularly, in agent 
systems and autonomous robots. In this case we can use this 

based on the pedestrian footprints energy, if we are using this 

with agent systems we can protect the tackles facing by the 
pedestrians in a crowd, if there is a high energy change in 

the pedestrian’s footprint, the agent diagnoses it and 

instructions to safe the people can be included into the agent 

system. 
The entire system is based on IMT (information metabolism 

theory) introduced by polish psychiatrist Antoni: this offers 

a wide range of possibilities of application as a theoretical 
basis of AI systems. 

The main aim of the study is implementing the human 

cognitive structure with the reflexive structure which results 

in optimizing the human mental processing in terms of 
energy and time. We can implement algorithms which 

enables us to create the analogous mechanism in artificial 

intelligence system. 
The term gesture is defined as movement of body or limbs 

to convey an idea. It finds enormous application in human 

computer interaction, human automated systems. 
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The gestures can be broadly categorised into the following 
groups: 

i. Hand and arm gestures. 
ii. Head and face gestures. 

iii. Body gestures. 

 

Hand and arm 
gestures 

Recognition of hand pores, sign 
languages and entertainment 
applications. 

Head and face 

gesture 

Nodding or shaking of head direction 

of eye gaze, raising eyebrows, 

opening mouth to speak, wink, 
flaring the nostrils, look of surpr- 
-ise, anger, sadness etc. 

Body gestures Analysing movement of the dancer 

for generating matching music an 

graphics. 

 

Hand gestures can be used for communication between 

human and automated devices. Numerous approaches have 

been developed to interpret hand gesture for human 
automated system. The body gestures recognition 

approaches can be mainly divided into data-glove based and 

vision based approaches. The finger motions are involved 

into multi-parameters data. 
 

 

The extra sensors are used to collect hand configuration and 

movements, but the devices are quite expensive and it needs 

experience for the operation of the device. In contrast, vision 
based methods do not require any extra device 

 

 

 
1. RELATED WORKS 

 

Anomaly detection using energy footprints has been 

partially investigated in the literature. 

In general, energy based anomaly detection methods are 
grouped according to how measurements are performed. 

a) System Based: An energy footprint is created by 

considering the whole consumption of device. The 

“clean system” is represented by obtained data that 
serves as a baseline for malware discovery. 

b) Application Based: Here also an energy footprint is 

created for a well-defined pool of applications (e.g. 
Games) and each one is measured separately. The 

collected traces are then compared at runtime against the 

data obtained with a single process granularity. 

c) User Based: An energy footprint is created by analysing 
the typical behaviour of users and the related power 

consumption. 

d) Attacked Based: Measurements are done while real 
attacks or malicious malware are targeting a controlled 

environment. 

 

 

2. FRAME WORK OF THE PROPOSED GESTURE 

RECOGNITION 

To enable efficient use, the gesture recognition system 
should have following features: 

1. Fast training. 

2. High gesture recognition rates. 
3. Ability to work with various users. 

4. Extensible gesture dictionary. 
From the aspect of training speed and gesture dictionary 

(template matching table), PNN is the most convenient 

option for the core component of the proposal gesture 
classifier. 

The PNN trains immediately, it does not require time 

consuming iterative training. 

 
3. METHODOLOGIES 

4.1 Template matching for gesture recognition 

As systems become more pervasive in society, facilitating 

natural human-system interaction will have a positive impact 

on their use. Hence, these has been growing interest in the 
development of new approaches and technologies for 

bridging the human-system barrier the ultimate aim is to 

bring human-system interaction to a regime where 
interactions with systems which are implemented by human 

automation, will be as natural as an interaction between 

humans, and to this end, incorporating gestures in human- 
system (human automation) is an important research area. 

 

 

 

 

Body gestures 

INPUT 
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Corresponding response is obtained 

Inputs: The input provided by the pedestrian is taken under 
the processing system. The inputs provided here are body 
gestures. In this way we can apply stimulus/stimuli to the 

human automated system which responds to the particular 

body gestures. 

Processing: The processing is done by taking the input by 
the pedestrian to the system to function by the human 

automated system technique or technology. The 
corresponding output for the provided input is produced 

through template matching. The input provided is checked 

from all the templates available in the system and the 
corresponding output for the particular template is produced 

as the final result. Here, the action provided by the pedestrian 

comes into picture and produces result as the reflex action 
by the automated system. Here are some of the templates 

shown below for the reference. 

 

Output: The output is produced on the basis of human 
automation template matching. Every template has a body 

gesture as its input. After processing level, the template 

matching is done and the respective output is produced. This 
is how, the process takes place and the tasks performed are 

based on the template matching provided. 

Gestures have been considered as an interaction technique 
that can potentially deliver more natural, creative and 

intuitive methods for communicating with human automated 
systems. This provides an analysis of comparative surveys 

done in this area. The use of body gestures as a natural 

interface serves as a motivating free for research in gesture 
taxonomies. 

Its representations and recognition techniques, software 

platforms and frameworks. It focuses on the three main 

phases of body gesture recognition i.e. detection tracking 
and recognition. 

Different application which employs body gestures for 

efficient interaction has been discussed under core domains. 
We can also use this technique in multisensor data fusion. 

Multisensor data fusion is an emerging technology applied 

to department of defence (DOD) areas such as automated 

target recognition, guidance and control of autonomous 
vehicles. 

Techniques for multisensor data fusion are drawn from a 

wide range of areas including artificial intelligence, pattern 

recognition. We can even implement autonomous robot that 
can function successfully in indoor environment. 

OUTPUT 

PROCESSING 

 
 

ARM MOVEMENT 

(both hand up) 

TEMPLATE 1 TEMPLATE 10 TEMPLATE 6 

FINGURE COUNT HAND 

SHAKE 

BODY GESTURE 

ACTION 

STEP FORWARD 
START STOP 

Inputs Templates Outputs 

Handshake Template-1 Start 

Arm-movement 
(right) 

Template-2 Move towards right 

Arm-movement 
(left) 

Template-3 Move towards left 

Finger count 1 Template-4 Apply break 

Finger count 2 Template-5 Decrease the speed 

Arm-movement 
(both hands up) 

Template-6 Step forward 

Clap of 1 Template-7 Step backward 

Clap of 2 Template-8 Hold on for 5min 

Finger count 3 Template-9 Restart the process 

Finger count 4 Template-10 stop 
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4.2 Glove based approach 

A data glove is an interactive device, resembling a glove 

worn on the hand, which facilitates tactile sensing and fine 
motion control in robotics and virtual reality. Data gloves are 

one of the several types of electromechanical devices used 

in haptics applications. 
In this approach the user needs to wear a glove which 

employee mechanical or optical sensors attached to it that 

transforms finger or flexions into electrical signals to 

determine the hand postures. 
 

 

3.3 Vision based gesture recognition 

 
Vision based approach are more user friendly and do not 

require any extra devices for analysing gestures. It is the 
most natural way of user interaction as human automated 

system perceives information from their surroundings. The 

methods under this approach deal with some properties such 
as texture and columns for identifying the gesture. 

4. CHALLENGES IN GESTURE RECOGNITION 
 

The most promising challenges in gesture recognition are: 
i. Scale problem: when the hand poses have different sizes 

In the gesture image, the problem arises. 

ii. Translation problem: the variation of hand position in 

different image can also lead to enormous representation 
of the features. 

iii. Background problems: this problem arises when the 
back ground contains any skin-coloured objects, which 

leads to misclassifications. 

iv. Variation of illumination conditions: any change in the 
lighting conditions greatly affect in skin segmentation. 

 
 

5. FUTURE DEVELOPMENT SCOPE OF HUMAN 
AUTOMATED SYSTEM 

 

Using artificial neural network, we can induce the 
functioning of brain. The main moto here is just by the 

thought in the brain, the body has to work accordingly to the 

thinking of the brain. The artificial neural network can be 
implemented where in the body is not supporting with the 

actual nervous system. We can implement this in case of a 

paralysis patient. 
 

 

In this case we cannot make to work the normal nervous 

system. So by implementing artificial neural network we can 
control the working of the body. The thing which can be 

achieved here is the function of the body by artificial neural 

network which is initialised by a thought in brain about some 

particular activity. 

 

 
CONCLUSION 

In today’s world people are demanding the evolution of 
touch to touchless technology. The natural user interfaces 

are simple and easy to use, but very difficult to implement. 
In this paper vision based, data glove based and template 

matching based, gesture recognition techniques have been 

reviewed. Recognition of dynamic gestures compared to 
static gestures needs more computation. From the 

comparative analysis of some papers on dynamic gesture 

recognition it is observed the scope towards this direction 
could be gesture segmentation. Another direction could be 

to develop efficient algorithm for extraction of relevant 

features and feature selection that leads to good recognition. 

So in this way the efficient recognition of gestures can be 
implemented through human automated systems. 
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